
WELL-POSEDNESS OF SECOND ORDER DIFFERENTIAL EQUATIONS WITH1

MEMORY2

RODRIGO PONCE3

Abstract. In this paper we give characterizations of the existence and uniqueness of Hölder continuous

solutions of certain abstract integro-differential equation with memory in terms of a resolvent operator.
Moreover, we give necessary conditions in order to ensure the existence and uniqueness of mild solutions

on the real line.

1. Introduction4

Let u(x, t) be the temperature of certain material of the point x ∈ Ω at the time t ∈ R, where Ω ⊂ Rn
5

(n = 1, 2, 3) is a bounded open set in Rn with a smooth boundary ∂Ω. The temperature u(x, t) in6

homogeneous and isotropic media satisfies7

ut(x, t) = κ∆u(x, t),(1.1)

where ∆ is the Laplacian and κ > 0 is a constant, called the coefficient of thermal diffusion. This equation
describes sufficiently well the evolution of the temperature in different types of materials. However, this
description is not satisfactory in materials with fading memory, because in the equation (1.1) the thermal
disturbance at any point in the media is felt instantly at every other point. The heat conduction in
this kind of materials with fading memory was firstly discussed by Coleman and Gurtin [13], Gurtin
and Pipkin [15], and Nunziato [19] among others. In [15] the authors arrived to the heat equation with
memory

cutt(x, t) + α(0)ut(x, t) +

∫ t

−∞
α′(t− s)ut(x, s)ds = β(0)∆u(x, t) +

∫ t

−∞
β′(t− s)∆u(x, s)ds+ F (x, t),

where α(t) and β(t) are positive functions, c ̸= 0 is a constant called the heat capacity and F is a suitable8

function. The function a is called the heat-flux relaxation, whereas the function b is known as the energy9

relaxation function, see for instance [15] for more details. We notice that typical choices of functions α10

and β are11

α(t) =
m∑
j=1

αie
−pit, β(t) =

M∑
j=1

βie
−qit,

where αi, βi, pi, qi > 0. We observe that if λ = α(0)
c , A = 1

c (α
′(0)I − β(0)∆), a(t) = β(0)−1

c α′(t), b(t) =12

1
c [α

′′(t)− β−1(0)α′(0)β′(t)] and f(t) = F (·, t), then this equation can be written in the abstract form13

(1.2) u′′(t) + λu′(t) +Au(t) +

∫ t

−∞
a(t− s)Au(s)ds+

∫ t

−∞
b(t− s)u(s)ds = f(t) t ∈ R.

We remark that second order integro-differential equations arise in many fields of applied mathematics,14

for example in the heat conduction in materials with fading memory, in the description of one-dimensional15

longitudinal motions of a viscoelastic bar, among others, see for instance [26].16
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2 RODRIGO PONCE

In this paper, we characterize the well-posedness in Hölder spaces of the second order integro-differential1

equation with memory2

(1.3) u′′(t) + λu′(t) +Au(t) +

∫ t

−∞
a(t− s)Au(s)ds+

∫ t

−∞
b(t− s)Bu(s)ds = f(t), t ∈ R,

where λ ∈ R, A : D(A) ⊂ X → X and B : D(B) ⊂ X → X are closed linear operators defined in a Banach3

space X ≡ (X, ∥ · ∥X), the functions a, b ∈ L1(R+) are suitable kernels and the function f belongs to the4

Hölder space Cα(R;X). We also present necessary conditions for the existence and uniqueness of mild5

solutions for equation (1.3). By well-posedness of equation (1.3) we understand that for all f ∈ Cα(R;X)6

there exists a unique (classical) solution u ∈ Cα(R;X) for (1.3). We remark that the well-posedness7

of differential equations is an important tool, because it allows the treatment of semilinear problems.8

To achieve this, we use some results on vector-valued Fourier multipliers in the Hölder space Cα(R;X)9

(see [3]). We remark that based on results in [5] and [3] the existence and uniqueness of Hölder type10

solutions to second order differential equation have been considered by several authors. For example, for11

the existence and uniqueness of Hölder periodic solutions we refer to [8, 9, 10, 11, 12, 17, 20] and for the12

existence and uniqueness of Hölder continuous in the real line we mention to [7, 18, 21, 23].13

On the other hand, similar methods have been used by several authors to give necessary conditions for14

the existence and uniqueness of periodic mild solutions of second order differential equations in Banach15

spaces, see for instance [5, 6, 18, 25]. In the case of mild solution of second order differential equations16

on the real line, we refer to [25, 27] and the references therein. However, to the best of our knowledge,17

this problem has not been considered in the case of integro-differential equations in the form of (1.3).18

In this paper we are able to give necessary and sufficient conditions in order to obtain the well-
poseedness of equation (1.3) in the Hölder space Cα(R;X) (0 < α < 1) in terms of the resolvent operator

Nη :=
(
(iη)2 + λ(iη) + (1 + aη)A+ bηB

)−1
, η ∈ R.

Moreover, we introduce a concept of mild solution for (1.3) and we give necessary condition for the19

existence and uniqueness of mild solutions to equation (1.3) in terms of the same resolvent operator Nη.20

The paper is organized as follows. In Section 2, we review some results about vector-valued Fourier21

multipliers in the Hölder space Cα(R;X). In Section 3, under suitable conditions on the kernels a and22

b, we give a characterization of the well-posedness (or maximal regularity) of equation (1.3). In Section23

4 we introduce a concept of mild solution to (1.3) and we give a necessary condition for existence and24

uniqueness of such solutions. Finally, some examples are examined in Section 5.25

2. Preliminaries26

For Banach spaces X and Y, B(X,Y ) denotes the space of all bounded linear operators from X to Y.27

If X = Y, we write simply B(X). Now, let 0 < α < 1 be fixed. We denote by Cα(R;X) the space of all28

X-valued functions f on R, such that29

∥f∥α = sup
t̸=s

∥f(t)− f(s)∥
|t− s|α

< ∞.

If we define ∥f∥Cα := ∥f∥α + ∥f(0)∥, then (Cα(R;X), ∥ · ∥Cα) is a Banach space. The kernel of
the seminorm ∥ · ∥α on Cα(R;X) is the space of all constant functions and the corresponding quotient

space Ċα(R;X) is a Banach space in the induced norm. We identify a function f ∈ Cα(R;X) with its
equivalence class

ḟ := {g ∈ Cα(R;X) : f − g ≡ constant}.

In this way, Ċα(R;X) may be identified with the space of all f ∈ Cα(R;X) such that f(0) = 0. See30

[3, Section 5].31
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We also consider in this paper, the Banach space Cα+1(R;X), which consists of all u ∈ C1(R;X) such1

that u′ ∈ Cα(R;X) with the norm2

∥u∥Cα+1 = ∥u′∥Cα + ∥u(0)∥.

Analogously, Cα+2(R;X) denotes the space of all u ∈ C2(R;X) such that u′′ ∈ Cα(R;X). In this case,3

the norm is defined by4

∥u∥Cα+2 = ∥u′′∥Cα + ∥u′(0)∥+ ∥u(0)∥.

Now, we denote by Ff, the Fourier transform of f, that is5

(Ff)(s) := f̃(s) :=

∫
R
e−istf(t)dt,

for s ∈ R and f ∈ L1(R;X).6

The Carleman transform of a function f, denoted by the symbol f̂(λ), is defined by

f̂(λ) =



∫ ∞

0

e−λtf(t), Reλ > 0,

−
∫ 0

−∞
e−λtf(t), Reλ < 0,

where f ∈ L1
loc(R;X) is of subexponential growth, which means∫ ∞

−∞
e−ϵ|t|∥f(t)∥dt < ∞, for each ϵ > 0.

The Laplace transform of a function f ∈ L1
loc(R+;X) is denoted by

f̂(λ) =

∫ ∞

0

e−λtf(t)dt, Reλ > ω,

whenever the integral is absolutely convergent for Reλ > ω. Observe that we use the same symbol for7

the Carleman and Laplace transform but, this will not lead to confusion.8

The relation between the Laplace transform of f ∈ L1(R;X), f(t) = 0 for t < 0, and its Fourier
transform is

F(f)(s) = f̂(is), s ∈ R.
When f ∈ L1(R;X) is of subexponential growth, we have by [4, Chapter 4],9

(2.1) lim
σ→0+

(f̂(σ + iρ)− f̂(−σ + iρ)) = f̃(ρ), ρ ∈ R.

If a ∈ L1(R+), we will always identify a with its extension on R by letting a(t) = 0 for t < 0. In such
way, when a ∈ L1(R+), the Fourier transform ã(ρ) makes sense for all ρ ∈ R. Moreover, by (2.1) we have

lim
σ→0+

â(σ + iρ) = ã(ρ)

and â(−σ + iρ) = 0 for all σ > 0 and ρ ∈ R by definition.10

In what follows, we always assume that ã(η) ̸= −1, for all η ∈ R, and we use the following notation:11

aη := ã(η), η ∈ R.

Now, we recall the notion of regular kernels (see [26, p. 69]).12

Definition 2.1. Let a ∈ L1
loc(R+) be of subexponential growth and k ∈ N. The kernel a(t) is called

k-regular if there is a constant c > 0 such that

|λn[â(λ)](n)| ≤ c|â(λ)|, for all Re(λ) > 0, 0 ≤ n ≤ k.
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For the reader’s convenience, we summarize here from [26, Lemma 8.1] some properties of 1-regular1

kernels.2

Lemma 2.2. Suppose that b ∈ L1
loc(R+) is of sub-exponential growth and 1-regular. Then3

(i) b̂(iρ) := limλ→iρ b̂(λ) exists for each ρ ̸= 0;4

(ii) b̂(λ) ̸= 0 for each Re(λ) ≥ 0, λ ̸= 0;5

(iii) b̂(i·) ∈ W 1,∞
loc (R \ {0});6

(iv) |ρ[b̂(iρ)]′| ≤ c|b̂(iρ)| for a.a. ρ ∈ R.7

We denote by L1(R+, t
αdt) the set of all a ∈ L1

loc(R+) such that8

(2.2)

∫ ∞

0

|a(t)|tαdt < ∞.

Observe that as consequence such a is always in L1(R+). Given v ∈ Cα(R;X) (0 < α < 1) and a ∈9

L1(R+, t
αdt), we write10

(2.3) (a∗̇v)(t) :=
∫ t

−∞
a(t− s)v(s)ds =

∫ ∞

0

a(s)v(t− s)ds.

From (2.2) the above integral is well defined. Moreover, it follows from the definition that11

(2.4) if v ∈ Cα(R;X) then a∗̇v ∈ Cα(R;X) and ∥a∗̇v∥α ≤ ∥a∥1∥v∥α.
Observe that with this notation, the Equation (1.3) can be written as12

u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t) = f(t), t ∈ R.
Let Ω be an open set in R. By C∞

c (Ω) we denote the space of all C∞−functions in Ω having compact13

support in Ω.14

Definition 2.3. Let N : R \ {0} → B(X,Y ) be continuous. We say that N is a Ċα−multiplier if there15

exists a map L : Ċα(R;X) → Ċα(R;Y ) such that16

(2.5)

∫
R
(Lf)(s)(Fϕ)(s)ds =

∫
R
(F(ϕ ·N))(s)f(s)ds

for all f ∈ Cα(R;X) and all ϕ ∈ C∞
c (R \ {0}).17

Here (F(ϕ ·N))(s) =
∫
R e−istϕ(t)N(t)dt ∈ B(X,Y ). Observe that the right-hand side of (2.5) does not

depend on the representative of ḟ because∫
R
(F(ϕN)(s))(s)ds = 2π(ϕN)(0) = 0.

Therefore, if L exists, then it is well defined. Moreover, left-hand side of (2.5) determines the function18

Lf ∈ Cα(R;X) uniquely up to some constant (by [3, Lemma 5.1]). Moreover, if (2.5) holds, then19

L : Ċα(R;X) → Ċα(R;Y ) is linear and continuous (see [3, Definition 5.2]) and if f ∈ Cα(R;X) is20

bounded, then Lf is bounded as well (see [3, Remark 6.3]).21

The following multiplier theorem is due to Arendt, Batty and Bu.22

Theorem 2.4. [3, Theorem 5.3] Let N ∈ C2(R \ {0};B(X,Y )) be such that23

(2.6) sup
t̸=0

∥N(t)∥+ sup
t̸=0

∥tN ′(t)∥+ sup
t̸=0

∥t2N ′′(t)∥ < ∞.

Then, N is a Ċα−multiplier.24

Example 2.5. Let X be a Banach space and 0 < α < 1. Define N(t) = I for t ≥ 0 and N(t) = 0 for25

t < 0. It follows from Theorem 2.4 that N is a Ċα-multiplier. The associated operator on Ċα(R;X) is26

called the Riesz projection.27
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Example 2.6. Let X be a Banach space and 0 < α < 1. Define N(t) = (−i signt)I for t ∈ R. Then N is1

a Ċα-multiplier by Theorem 2.4. The associated operator on Ċα(R;X) is called the Hilbert transform.2

Recall that a Banach space X has the Fourier type p, with 1 ≤ p ≤ 2, if the Fourier transform defines3

a bounded linear operator from Lp(R;X) to Lq(R;X), where 1/p + 1/q = 1. We notice that the space4

Lp(Ω) with 1 ≤ p ≤ 2 has Fourier type p; a Banach space X has the Fourier type 2 if and only if X is5

isomorphic to a Hilbert space; X has Fourier type p if and only if X∗ has Fourier type p. Every Banach6

space has Fourier type 1. A Banach space X is said to be B−convex if it has Fourier type p, for some7

p > 1. Every uniformly convex space is B−convex. For more details of B-convex spaces, see for instance8

[16].9

Remark 2.7.10

If X is B−convex, in particular if X is a UMD space, then the Theorem 2.4 holds if the condition11

(2.6) is replaced by the weaker condition12

(2.7) sup
t ̸=0

∥N(t)∥+ sup
t ̸=0

∥tN ′(t)∥ < ∞,

where N ∈ C1(R \ {0};B(X,Y )), see [3, Remark 5.5].13

Now, we recall the following results.14

Lemma 2.8. [3] Let f ∈ Cα(R;X). Then f is constant if and only if
∫
R f(s)(Fφ)(s)ds = 0 for all15

φ ∈ C∞
c (R \ {0}).16

Define id : R → C by id(s) = is.17

Lemma 2.9. [3] Let 0 < α < 1, u, v ∈ Cα(R;X). Then, the following assertions are equivalent,18

(i) u ∈ Cα+1(R;X) and u′ − v is constant;19

(ii)
∫
R v(s)F(ϕ)(s)ds =

∫
R u(s)F(id · ϕ)(s)ds, for all ϕ ∈ C∞

c (R \ {0}).20

Lemma 2.10. Let 0 < α < 1, u, v ∈ Cα(R;X). Then, the following assertions are equivalent,21

(i) u ∈ Cα+2(R;X) and u′′ − v is constant;22

(ii)
∫
R v(s)F(ϕ)(s)ds =

∫
R u(s)F(id2 · ϕ)(s)ds, for all ϕ ∈ C∞

c (R \ {0}).23

The following Lemma, is a direct consequence of [18, Lemma 3.2].24

Lemma 2.11. Let 0 < α < 1, v ∈ Cα(R; [D(A)]), u ∈ Cα(R;X) and a ∈ L1(R+, t
αdt). The following25

assertions are equivalent,26

(i) a∗̇Av − u is constant;27

(ii)
∫
R u(s)(Fϕ)(s)ds =

∫
R Av(s)F(asϕ)(s)ds, for all ϕ ∈ C∞

c (R \ {0}).28

Let f ∈ L1(R, (1 + |t|)−kdt;X), where k ∈ N0. We define Ff as a linear mapping from C∞
c (R \ {0})

into X by

⟨φ,Ff⟩ =
∫
R
f(t)(Fφ)(t)dt, φ ∈ C∞

c (R \ {0}).

The next lemma follows from [4, Theorems 4.8.1 and 4.8.2].29

Lemma 2.12. Let f ∈ L1(R, (1+ |t|)−kdt;X), where k ∈ N0. Then f is constant if and only if ⟨φ,Ff⟩ =30 ∫
R f(s)(Fφ)(s)ds = 0 for all φ ∈ C∞

c (R \ {0}).31

3. Cα-well posedness32

In this section we study the well-posedness of equation (1.3) in the Hölder space Cα
B(R;X). Given a33

kernel a and a closed operator A we define the space34

Cα,a
A (R;X) := {v ∈ Cα(R; [D(A)]) : ∃w ∈ Cα(R;X) such that w − (a∗̇Av) is constant}.

Now, we define the following solution space:35

S := Cα+2(R;X) ∩ Cα(R; [D(A)]) ∩ Cα,a
A (R;X) ∩ Cα,b

B (R;X).
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Definition 3.1. We say that the equation (1.3) is Cα-well posed if for each f ∈ Cα(R;X), there exists1

a unique function u ∈ S such that the equation (1.3) holds for all t ∈ R.2

Remark 3.2.3

We notice that if (1.3) is Cα-well posed, then it follows from the closed graph theorem that the map
L : Cα(R;X) → S, which associates to the function f the unique solution u of (1.3) is linear and
continuous. Indeed, since A and B are linear closed operators, the space S endowed with the norm

∥u∥H := ∥u′′∥Cα + |λ| ∥u′∥Cα + ∥Au∥Cα + ∥(a∗̇Au)∥Cα + ∥(b∗̇Bu)∥Cα

is a Banach space.4

For a, b ∈ L1
loc(R+) we define the resolvent set ρa,b(A,B) as5

ρa,b(A,B) = {µ ∈ C : (µ2 + λµ+ (1 + â(µ))A+ b̂(µ)B) : D(A) ∩D(B) → X

is invertible and (µ2 + λµ+ (1 + â(µ))A+ b̂(µ)B)−1 ∈ B(X)},

where â(·) and b̂(·) denote the Laplace transform of a and b respectively.6

Proposition 3.3. Let a, b ∈ L1(R+, t
αdt). Let A : D(A) ⊂ X → X and B : D(B) ⊂ X → X be7

closed linear operators defined in a Banach space X with D(A) ∩ D(B) ̸= {0}. For η ∈ R we write8

Nη :=
(
(iη)2 + λ(iη) + (1 + aη)A+ bηB

)−1
. If the problem (1.3) is Cα-well posed, then9

(i) iη ∈ ρa,b(A,B) for all η ∈ R, and;10

(ii)

sup
η∈R

∥η2Nη∥ < ∞, sup
η∈R

∥aηANη∥ < ∞ and sup
η∈R

∥bηBNη∥ < ∞.

Proof. Let η ∈ R and suppose that11

(3.1) [(iη)2 + λ(iη) + (1 + aη)A+ bηB]x = 0

where x ∈ D(A) ∩D(B). Let u(t) = eiηtx. Then, u is a solution to (1.3) with f ≡ 0. In fact, since12

(a∗̇Au)(t) =
∫ t

−∞
a(t− s)Aeiηsxds = eiηt

∫ ∞

0

a(v)e−iηvAxdv = eiηtaηAx,

by (3.1) we have13

u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t) = eiηt[(iη)2 + λ(iη) + (1 + aη)A+ bηB]x = 0.

From the uniqueness it follows that u ≡ 0, which implies that x = 0. Therefore, [(iη)2 + λ(iη) + (1 +14

aη)A+ bηB] is injective.15

Now, we shall prove the surjectivity. Let y ∈ X. Let L : Cα(R;X) → S be the bounded operator16

which takes each f ∈ Cα(R;X) to the unique solution u of equation (1.3). Let η ∈ R, f(t) = eiηty and17

u = Lf. Note that for fixed s ∈ R we have that v1(t) := u(t+ s) and v2(t) := eiηsu(t) are both solutions18

of (1.3) with g(t) = eisηf(t). By uniqueness v1 = v2, that is, u(t + s) = eisηu(t) for all s, t ∈ R. Let19

x = u(0) ∈ D(A) ∩D(B). Then, u(t) = eiηtx and u satisfies the equation (1.3). Now, observe that20

(a∗̇Au)(t) = eiηtaηAx and (b∗̇Bu)(t) = eiηtbηBx for all t ∈ R.

In particular, (a∗̇Au)(0) = aηAx and (b∗̇Bu)(0) = bηBx. Since u′(t) = (iη)eiηtx and u′′(t) = (iη)2eiηtx21

we obtain u′(0) = (iη)x and u′′(0) = (iη)2x and thus,22

(3.2) [(iη)2 + λ(iη) + (1+ aη)A+ bηB]x = u′′(0) + λu′(0) +Au(0) + (a∗̇Au)(0) + (b∗̇Bu)(0) = f(0) = y.

We conclude that the operator [(iη)2+λ(iη)+(1+aη)A+bηB] is surjective and therefore [(iη)2+λ(iη)+23

(1 + aη)A+ bηB] is invertible.24

On the other hand, by (3.2) we obtain x = Nηy and therefore25

∥Nηy∥ = ∥x∥ = ∥Lf(0)∥ ≤ ∥L∥ ∥f(0)∥ = ∥L∥ ∥y∥.
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Since y ∈ X is arbitrary, we obtain that [(iη)2 +λ(iη)+ (1+ aη)A+ bηB]−1 is a bounded operator for all1

η ∈ R, which means that {iη}η∈R ⊂ ρa,b(A,B).2

Let y ∈ X. We first notice that for f(t) = eiηty the solution u to (1.3) is given by u(t) = eiηtx, and
therefore u(t) = eiηtNηy. Denote eη ⊗ x to the function t 7→ (eη ⊗ x)(t) := eiηtx. Since ∥eη ⊗ x∥α =
γα|η|α∥x∥, where γα = 2 supt>0 t

−α sin(t/2) (see [3, Section 3]) we have

γα|η|α∥(iη)2Nηy∥ = ∥eη ⊗ (iη)2Nηy∥α
= ∥u′′∥α ≤ ∥u′′∥Cα ≤ ∥u∥H
= ∥Lf∥H ≤ ∥L∥ ∥f∥Cα ≤ ∥L∥(∥f∥α + ∥f(0)∥)
= ∥L∥(γα|η|α + 1)∥y∥.

Therefore, ∥(iη)2Nη∥ ≤ ∥L∥(1 + γ−1
α |η|−α) and thus

sup
|η|≥1

∥(iη)2Nη∥ < ∞.

Since the function η 7→ (iη)2Nη is continuous in R, it follows from the compactness that

sup
|η|≤1

∥(iη)2Nη∥ < ∞.

Therefore,

sup
η∈R

∥η2Nη∥ < ∞.

On the other hand, since (b∗̇Bu)(t) = eiηtbηBx = eiηtbηBNηy we have3

γα|η|α∥bηBNηy∥ = ∥eη ⊗ bηBNηy∥α
= ∥(b∗̇Bu)∥α ≤ ∥(b∗̇Bu)∥Cα ≤ ∥u∥H
= ∥Lf∥H ≤ ∥L∥ ∥f∥Cα ≤ ∥L∥(∥f∥α + ∥f(0)∥)
= ∥L∥(γα|η|α + 1)∥y∥.

We conclude analogously to the proof of supη∈R ∥η2Nη∥ < ∞ that supη∈R ∥bηBNη∥ < ∞. A similar4

computation shows that supη∈R ∥aηANη∥ < ∞.5

�6

The following Theorem is one of the main result in this paper, which shows that under an additional7

hypothesis (the 2-regularity of kernel a) we can prove the converse of Proposition 3.3.8

Theorem 3.4. Let a, b ∈ L1(R+, t
αdt) be 2-regular kernels. Let A : D(A) ⊂ X → X and B : D(B) ⊂9

X → X be closed linear operators defined in a Banach space X with D(A) ∩D(B) ̸= {0}. For η ∈ R we10

write Nη :=
(
(iη)2 + λ(iη) + (1 + aη)A+ bηB

)−1
. Then, the following assertions are equivalent11

(i) The equation (1.3) is Cα-well posed;12

(ii) {iη}η∈R ⊂ ρa,b(A,B) and

sup
η∈R

∥η2Nη∥ < ∞, sup
η∈R

∥aηANη∥ < ∞ and sup
η∈R

∥bηBNη∥ < ∞.

Proof. (i) ⇒ (ii). It follows from Proposition 3.3.13

(ii) ⇒ (i). For t ∈ R, we define the operators N(t) :=
(
(it)2 + λ(it) + (1 + at)A+ btB

)−1
and M(t) :=14

(it)2N(t). Observe that by hypothesis N ∈ C2(R;B(X, [D(A) ∩ D(B)])). We claim that N is a Ċα-15

multiplier. In fact, the identity16 (
(it)2 + iλt+ (1 + at)A+ btB

)
N(t) = I(3.3)

implies that17

(1 + at)AN(t) = −(it)2N(t)− iλtN(t)− btBN(t),(3.4)
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for all t ∈ R. Note that if |t| ≥ 1 then (1+at)AN(t) = −M(t)+ iλ
t M(t)−btBN(t) and thus by hypothesis1

sup|t|≥1 ∥ −M(t) + iλ
t M(t) − btBN(t)∥ < ∞. Since t 7→ N(t) is continuous, the compactness of [−1, 1]2

and the hypothesis imply that sup|t|≤1 ∥ − (it)2N(t) − iλtN(t) − btBN(t)∥ < ∞. Hence supt∈R ∥(1 +3

at)AN(t)∥ < ∞.4

On the other hand, the identity (3.3) implies (it)2N(t) = I−iλtN(t)−(1+at)AN(t)−btBN(t) and thus5

sup|t|≥1 ∥N(t)∥ < ∞. Finally, we conclude by the continuity of N(t) on [−1, 1] that sup|t|≤1 ∥N(t)∥ < ∞.6

Therefore, supt∈R ∥N(t)∥ < ∞. A similar argument shows that supt∈R ∥tN(t)∥ < ∞. Moreover, from the7

identity (3.4) we obtain supt∈R ∥AN(t)∥ < ∞.8

Now, an easy computation shows that,9

N ′(t) = −N(t)[2i(it) + iλ+ a′tA+ b′tB]N(t),(3.5)

and10

(3.6) N ′′(t) = 2N(t)[−2t+ iλ+a′tA+ b′tB]N(t)[−2t+ iλ+a′tA+ b′tB]N(t)−N(t)[−2+a′′tA+ b′′tB]N(t).

The 2-regularity of a and b implies

∥tN ′(t)∥ ≤ 2∥t2N(t)∥+ |λ|∥tN(t)∥+ ∥atAN(t)∥+ ∥btBN(t)∥,
11

∥t2N ′′(t)∥ ≤ 2∥N(t)∥
[
2∥t2N(t)∥+ |λ| ∥N(t)∥+ ∥atAN(t)∥+ ∥btBN(t)∥

]2
+∥N(t)∥

[
2∥t2N(t)∥+ ∥atAN(t)∥+ ∥btBN(t)∥

]
,

for all t ∈ R. From the hypothesis we obtain that12

(3.7) sup
t∈R

∥tN ′(t)∥ < ∞ and sup
t∈R

∥t2N ′′(t)∥ < ∞.

We conclude from Theorem 2.4 that N is a Ċα-multiplier, with N ∈ C2(R;B(X, [D(A) ∩D(B)])).13

Next, we define the operator P ∈ C2(R;B(X, [D(A) ∩D(B)])) by P (t) := (id2 · N)(t). Observe that
by hypothesis supt∈R ∥P (t)∥ < ∞. On the other hand,

P ′(t) = 2i(it)N(t) + (it)2N ′(t),

P ′′(t) = −2N(t) + 4i(it)N ′(t) + (it)2N ′′(t),

and

tP ′(t) = 2(it)2N(t) + (it)2tN ′(t),

t2P ′′(t) = −2t2N(t) + 4(it)2tN ′(t) + (it)2t2N ′′(t).

The identities (3.5)-(3.6), and (3.7) imply that supt∈R ∥(it)2tN ′(t)∥ < ∞ and supt∈R ∥(it)2t2N ′′(t)∥ <14

∞. From hypothesis we conclude supt∈R ∥tP ′(t)∥ < ∞ and supt∈R ∥t2P ′′(t)∥ < ∞. This implies that15

P is a Ċα-multiplier by Theorem 2.4. Similar computations show that Q ∈ C2(R;B(X, [D(A)])), R ∈16

C2(R;B(X, [D(B)])) and S ∈ C2(R;B(X, [D(A)∩D(B)])) defined respectively by Q(t) := (1+ at)AN(t)17

and R(t) := btBN(t) and S(t) := λtN(t) are Ċα-multipliers.18

Let f ∈ Cα(R;X). Since N,P,Q,R and S are Ċα-multipliers, there exist u ∈ Cα(R; [D(A) ∩D(B)]),19

v ∈ Cα(R; [D(A) ∩D(B)]), w ∈ Cα(R; [D(A)]), x ∈ Cα(R; [D(B)]) and y ∈ Cα(R; [D(A) ∩D(B)]) such20

that21

(3.8)

∫
R
u(s)(Fϕ1)(s)ds =

∫
R
F(ϕ1 ·N)(s)f(s)ds,

22

(3.9)

∫
R
v(s)(Fϕ2)(s)ds =

∫
R
F(ϕ2 · P )(s)f(s)ds,

23

(3.10)

∫
R
w(s)(Fϕ3)(s)ds =

∫
R
F(ϕ3 ·Q)(s)f(s)ds,
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1

(3.11)

∫
R
x(s)(Fϕ4)(s)ds =

∫
R
F(ϕ4 ·R)(s)f(s)ds,

2

(3.12)

∫
R
y(s)(Fϕ5)(s)ds =

∫
R
F(ϕ5 · S)(s)f(s)ds,

for all ϕ1, ϕ2, ϕ3, ϕ4, ϕ5 ∈ C∞
c (R \ {0}).3

Letting ϕ1 = id2 · ϕ2 in (3.8) we obtain from (3.9)4

(3.13)

∫
R
u(s)F(id2 · ϕ2)(s)ds =

∫
R
v(s)(Fϕ2)(s)ds.

By Lemma 2.10 we have u ∈ Cα+2(R;X) and v(t) = u′′(t) + y0, where y0 ∈ X.5

Observe that u(t) ∈ D(A)∩D(B) and F(ϕ1 ·N)(s)x ∈ D(A)∩D(B) for all x ∈ X, ϕ1 ∈ C∞
c (R \ {0}).6

Now, we choose ϕ1 = (1 + a·) · ϕ3 in (3.8). Since A is a closed operator we have from (3.10)7

(3.14)

∫
R
Au(s)F((1 + as) · ϕ3)(s)ds =

∫
R
w(s)(Fϕ3)(s)ds.

From Lemma 2.11 we obtain u ∈ Cα,a
A (R;X) and w(t) = Au(t)+(a∗̇Au)(t)+y1, where y1 ∈ X. Similarly,8

if ϕ1 = b· · ϕ4 in (3.8) we have from (3.11) (because B is a closed operator) that9

(3.15)

∫
R
Bu(s)F(bs · ϕ4)(s)ds =

∫
R
x(s)(Fϕ4)(s)ds,

which implies u ∈ Cα,b
B (R;X) and x(t) = (b∗̇Bu)(t) + y2, where y2 ∈ X. Finally, if ϕ1 = λid · ϕ5 in (3.8)10

we have from (3.12) that11

(3.16)

∫
R
λu(s)F(id · ϕ5)(s)ds =

∫
R
y(s)(Fϕ5)(s)ds,

which implies y(t) = λu′(t) + y3, where y3 ∈ X.12

Observe that (3.8)–(3.12) and the identity (it)2N(t) = I − iλtN(t)− (1 + at)AN(t)− btBN(t) imply13 ∫
R
v(s)(Fϕ2)(s)ds =

∫
R
F(id2 · ϕ2 ·N)(s)f(s)ds

=

∫
R
F(ϕ2 · [I − λid ·N − (1 + a·)AN − b·BN ]f(s)ds

=

∫
R
F(ϕ2)(s)f(s)ds−

∫
R
F(ϕ2 · S)(s)f(s)ds−

∫
R
F(ϕ2 ·Q)(s)f(s)ds

−
∫
R
F(ϕ2 ·R)(s)f(s)ds

=

∫
R
F(ϕ2)(s)f(s)ds−

∫
R
y(s)(Fϕ2)(s)ds−

∫
R
w(s)(Fϕ2)(s)ds

−
∫
R
x(s)(Fϕ2)(s)ds.

Therefore,14

(3.17)

∫
R
[v(s) + y(s) + w(s) + x(s)](Fϕ2)(s)ds =

∫
R
F(ϕ2)(s)f(s)ds.

It follows from (3.17) and Lemma 2.12 that v(t)+y(t)+w(t)+x(t) = f(t)+y4 where y4 ∈ X. Therefore15

u′′(t)+λu′(t)+Au(t)+(a∗̇Au)(t)+(b∗̇Bu)(t) = f(t)+y, where y = y4−(y0+y1+y2+y3). Let u(t) = u(t)+x16

where x = [(1 + a0)A + b0B]−1y. Note that x is well defined because {iη}η∈R ⊂ ρa,b(A,B). We observe17
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that u is a solution of (1.3). In fact, since (a∗̇Au)(t) = (a∗̇Au)(t) +
∫∞
0

a(r)xdr = (a∗̇Au)(t) + a0x we1

obtain2

u′′(t) = u′′(t)

= f(t)− [λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t)] + y

= f(t)− λu′(t)−Au(t)− (a∗̇Au)(t)− (b∗̇Bu)(t)− (1 + a0)Ax− b0Bx+ y

= f(t)− λu′(t)−Au(t)− (a∗̇Au)(t)− (b∗̇Bu)(t).

On the other hand, since u ∈ Cα(R; [D(A) ∩ D(B)]) ∩ Cα+2(R;X) ∩ Cα,a
A (R;X) ∩ Cα,b

B (R;X) we have3

u ∈ Cα(R; [D(A)])∩Cα,2(R;X)∩Cα,a
A (R;X)∩Cα,b

B (R;X) and therefore, u is a solution of equation (1.3).4

In order to prove uniqueness, suppose that5

(3.18) u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t) = 0, t ∈ R.
As in [18, Appendix A], for σ > 0, we denote Lσ(u)(ρ) by Lσ(u)(ρ) := û(σ + iρ) − û(−σ + iρ), where6

ρ ∈ R. Take Lσ in (3.18). From [18, Proposition A.2.(iv)], we have7

(3.19)

Lσ(u
′′)(ρ)+λLσ(u

′)(ρ)+ALσ(u)(ρ)+Aâ(σ+iρ)Lσ(u)(ρ)+GAu
a (σ, ρ)+Bb̂(σ+iρ)Lσ(u)(ρ)+GBu

b (σ, ρ) = 0,

with

lim
σ→0+

∫
R
GAu

a (σ, ρ)ϕ(ρ)dρ = lim
σ→0+

∫
R
GBu

b (σ, ρ)ϕ(ρ)dρ = 0,

for all ϕ ∈ S(R), where8

GAu
a (σ, ρ) =

∫ 0

−∞

(∫ ∞

−s

a(τ)e−(σ+iρ)τdτ

)
e−(σ+iρ)sAu(s)ds

+

∫ 0

−∞

(∫ −s

0

a(τ)e(σ−iρ)(s+τ)dτ

)
Au(s)ds

−
∫ 0

−∞

(∫ ∞

0

a(τ)e−(σ+iρ)τdτ

)
e(σ−iρ)sAu(s)ds,

and GBu
b (σ, ρ) is defined analogously. By [18, Proposition A.2] (see also [23, Theorem 3.7]) we have9

Lσ(u
′)(ρ) = (σ + iρ)Lσ(u)(ρ) + 2σû(−σ + iρ)

and10

Lσ(u
′′)(ρ) = (σ + iρ)2Lσ(u)(ρ) + 4iρσû(−σ + iρ)− 2σu(0).

Then, (3.19) reads11

(3.20)[
(σ + iρ)2 + λ(σ + iρ) + (1 + â(σ + iρ))A+Bb̂(σ + iρ)

]
Lσ(u)(ρ) = H(σ, ρ)−GAu

a (σ, ρ)−GBu
b (σ, ρ),

where H(σ, ρ) is given by12

H(σ, ρ) := −4iρσû(−σ + iρ) + 2σu(0)− 2λσû(−σ + iρ).

From (3.20) we have13 [
(iρ)2 + λ(iρ) + (1 + â(iρ))A+Bb̂(iρ)

]
Lσ(u)(ρ) + S(σ, ρ)Lσ(u)(ρ) = H(σ, ρ)−GAu

a (σ, ρ)−GBu
b (σ, ρ),

where14

S(σ, ρ) =
[
(σ + iρ)2 − (iρ)2 + λ(σ + iρ)− λ(iρ) + (â(σ + iρ)− â(iρ))A+ (b̂(σ + iρ)− b̂(iρ))B

]
.

Since {iρ}ρ∈R ⊂ ρa,b(A,B) we obtain,15

Lσ(u)(ρ) = H(σ, ρ)R(iρ)−GAu
a (σ, ρ)R(iρ)−GBu

b (σ, ρ)R(iρ)− S(σ, ρ)R(iρ)Lσ(u)(ρ),
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where R(iρ) denotes R(iρ) :=
[
(iρ)2 + λ(iρ) + (1 + â(iρ))A+Bb̂(iρ)

]−1

.1

A similar argument to used in [18, Lemma A.4] shows that

lim
σ→0+

∫
R
(â(iρ)− â(σ + iρ))AR(iρ)Lσ(u)(ρ)ϕ(ρ)dρ = 0,

and

lim
σ→0+

∫
R
(b̂(iρ)− b̂(σ + iρ))BR(iρ)Lσ(u)(ρ)ϕ(ρ)dρ = 0,

for all ϕ ∈ S(R). Moreover, it is easy to show that2

lim
σ→0+

∫
R

(
(σ + iρ)k − (iρ)k

)
R(iρ)Lσ(u)(ρ)ϕ(ρ)dρ = 0, for k = 1, 2

for all ϕ ∈ S(R). Hence,3

lim
σ→0+

∫
R
S(σ, ρ)R(iρ)Lσ(u)(ρ)ϕ(ρ)dρ = 0,

for all ϕ ∈ S(R). Applying the dominated convergence theorem, we have4

lim
σ→0+

∫
R
H(σ, ρ)R(iρ)ϕ(ρ)dρ = 0,

5

lim
σ→0+

∫
R
GAu

a (σ, ρ)R(iρ)ϕ(ρ)dρ = 0,

and6

lim
σ→0+

∫
R
GBu

b (σ, ρ)R(iρ)ϕ(ρ)dρ = 0,

for all ϕ ∈ S(R).7

Therefore, by [18, Proposition A.2.(i)] we conclude that

lim
σ→0+

∫
R
Lσ(u)(ρ)ϕ(ρ)dρ =

∫
R
u(ρ)F(ϕ)(ρ)dρ = 0,

for all ϕ ∈ S(R).8

The Lemma 2.12 implies that u is constant, that is, u(t) = x for all t ∈ R and some x ∈ X. We claim9

that x = 0. In fact, since u is a solution to equation (3.18) we obtain u(t) ∈ D(A) ∩D(B) and10

0 = u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t) = Ax+ a0Ax+ b0Bx = (1 + a0)A+ b0B.

Since 0 ∈ ρa,b(A,B) we obtain that (1 + a0)A+ b0B is an invertible operator and therefore x = 0, which11

implies that u ≡ 0. �12

Remark 3.5. If the Banach space X is B-convex (for example if X is a Hilbert or a UMD space), then13

the same consequence of Theorem 3.4 holds if we consider to the kernels a and b as 1-regular instead14

2-regular kernels, because in the case, by Remark 2.7 the we just need to verify the condition (2.7) in15

order to prove that the functions N,P,Q,R and S defined in the proof of Theorem 3.4 are Cα-multipliers.16

Corollary 3.6. In the context of Theorem 3.4, if condition (ii) is fulfilled, we have that the function17

u verifies u′′, u′ Au, a∗̇Au, b∗̇Bu ∈ Cα(R;X). Moreover, there exists a constant C > 0 independent of18

f ∈ Cα(R;X) such that19

(3.21) ∥u′′∥Cα + |λ| ∥u′∥Cα + ∥Au∥Cα + ∥a∗̇Au∥Cα + ∥b∗̇Bu∥Cα ≤ C∥f∥Cα .

Remark 3.7. The inequality (3.21) is a consequence of the closed graph theorem and known as the maximal20

regularity property for equation (1.3).21
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We deduce that the operator F defined by:1

(Fu)(t) := u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t), t ∈ R,

with domain D(F) = S is an isomorphism onto. In fact, by Remark 3.2 we have that the space S :=

Cα+2(R;X) ∩ Cα(R; [D(A)]) ∩ Cα,a
A (R;X) ∩ Cα,b

B (R;X) becomes a Banach space under the norm

∥u∥H := ∥u′′∥Cα + |λ| ∥u′∥Cα + ∥Au∥Cα + ∥(a∗̇Au)∥Cα + ∥(b∗̇Bu)∥Cα .

Such isomorphisms are crucial in the study of nonlinear evolution equations (see [1]). Indeed, define the2

Nemytskii’s operator N : S → Cα(R;X) given by N(v)(t) = f(t, v(t)) and the linear operator3

T := F−1 : Cα(R;X) → S
by T (g) = u where u is the unique solution to linear problem

u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t) = g(t).

If we assume the assumption (ii) in Theorem 3.4, then the operator T is bounded by Corollary 3.6.4

To solve the semilinear problem5

(3.22) u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t) = f(t, u(t)), t ∈ R

we need to show that the operator R : S → S defined by R = T N has a fixed point. For more details,6

we refer to Amann [1, 2].7

4. Existence of Mild solutions on the real line8

Observe that by Corollary 3.6, the solution u to equation (1.3) is twice differentiable and has certain9

regularity. However, in more general conditions it is interesting to study the existence of solutions to10

(1.3) without this regularity. In this section, we introduce a concept of mild solution to equation (1.3)11

and we give necessary conditions for the existence and uniqueness.12

We define the functions g1 and g2 respectively by g1(t) = 1 and g2(t) = t for all t ∈ R. The usual13

convolution between the functions f and g, denoted by (f ∗ g)(t), is defined by14

(f ∗ g)(t) =
∫ t

0

f(t− s)g(s)ds,

for all t ∈ R. Observe that15

(g1 ∗ f)(t) =
∫ t

0

f(s)ds and (g2 ∗ f)(t) =
∫ t

0

(t− s)f(s)ds,

and (g2 ∗ f)(t) = (g1 ∗ g1 ∗ f)(t) for all t ∈ R. By BUC(R, X) we denote the space of all bounded and16

uniformly continuous functions on R with values in X equipped with the norm ∥ · ∥∞.17

Definition 4.8. Let f ∈ BUC(R, X). A function u ∈ BUC(R, X) is called a mild solution to (1.3) if18

(g2 ∗ u)(t), (g2 ∗ (a∗̇u))(t) ∈ D(A), (g2 ∗ (b∗̇u))(t) ∈ D(B), for all t ∈ R and there exists y ∈ X such that19

u(t) = u(0) + ty + λtu(0)− λ(g1 ∗ u)(t)−A(g2 ∗ u)(t)−A(g2 ∗ (a∗̇u))(t)
− B(g2 ∗ (b∗̇u))(t) + (g2 ∗ f)(t),(4.23)

for all t ∈ R.20

We notice that the vector y in this definition is unique. Observe that if a(t) = b(t) = 0, for all t ∈ R21

and λ = 0, then this concept of mild solution is the same that in case of the second order problem22

u′′(t) +Au(t) = f(t), t ∈ R, see [27].23

Now, we consider the problem of the existence and uniqueness of mild solution to equation (1.3) on the24

real line. On the space BUC(R, X) we define the linear operator L : BUC(R, X) → BUC(R, X) which25

takes a function f ∈ BUC(R, X) into the solution u ∈ BUC(R, X) of equation (1.3). If such solution26

u is unique for each function f, then by the closed graph theorem L is a bounded operator. Moreover,27
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we notice that if the mild solution u is twice differentiable, that is, u ∈ C2(R, X), then u is a classical1

solution to (1.3).2

The next result gives necessary conditions for the existence and uniqueness of mild solutions to (1.3).3

Its proof follows similarly to [27, Theorem 2.5].4

Theorem 4.9. Let a, b ∈ L1(R+). Let A : D(A) ⊂ X → X and B : D(B) ⊂ X → X be closed linear5

operators defined in a Banach space X with D(A)∩D(B) ̸= {0}. Assume that for every f ∈ BUC(R, X)6

there exists a unique mild solution u ∈ BUC(R, X) to equation (1.3). Then iη ∈ ρa,b(A,B) for all η ∈ R,7

and there exists a constant M such that ∥
[
(iη)2 + λ(iη) + (1 + aη)A+ bηB

]−1 ∥ ≤ M for all η ∈ R.8

Proof. We first prove that [(iη)2 + λ(iη) + (1 + aη)A+ bηB] is surjective. We take arbitraries η ∈ R and9

y ∈ X. For s, t ∈ R, we define the function fs(t) := eiη(t+s)y = eiηsf0(t) = f0(t+ s) where f0(t) := eiηty.10

Since fs ∈ BUC(R, X) there exists a unique mild solution us ∈ BUC(R, X) to (1.3). We claim that11

us(t) = eiηsu0(t) = u0(s+ t)(4.24)

for all s, t ∈ R. In fact, since us is a mild solution to equation (1.3) with fs, there exists ys ∈ X such that12

us(t) = us(0) + tys + λtus(0)− λ(g1 ∗ us)(t)−A(g2 ∗ us)(t)−A(g2 ∗ (a∗̇us))(t)

−B(g2 ∗ (b∗̇us))(t) + (g2 ∗ fs)(t),(4.25)

for all t ∈ R. Multiplying both sides by e−iηs we obtain13

e−iηsus(t) = e−iηsus(0) + te−iηsys + λte−iηsus(0)− λ

∫ t

0

e−iηsus(r)dr −A

∫ t

0

(t− r)e−iηsus(r)dr

−A

∫ t

0

(t− r)e−iηs(a∗̇us)(r)dr −B

∫ t

0

(t− r)e−iηs(b∗̇us)(r)dr +

∫ t

0

(t− r)e−iηsfs(r)dr.

Then, e−iηsus(t) is a mild solution to (1.3) with f0, because14

e−iηs(a∗̇us)(r) =

∫ r

−∞
a(r − w)e−iηsus(w)dw and

∫ t

0

(t− r)e−iηsfs(r)dr =

∫ t

0

(t− r)f0(r)dr.

From the uniqueness, we obtain e−iηsus(t) = u0(t) for all s, t ∈ R and thus we get the first equality in15

(4.24).16

On the other hand, since u0 is a mild solution of (1.3) with f0, where exists y0 ∈ X such that17

u0(t) = u0(0) + ty0 + λtu0(0)− λ(g1 ∗ u0)(t)−A(g2 ∗ u0)(t)−A(g2 ∗ (a∗̇u0))(t)

− B(g2 ∗ (b∗̇u0))(t) + (g2 ∗ f0)(t),

for all t ∈ R. Then18

u0(s+ t) = u0(0) + (s+ t)y0 + λ(s+ t)u0(0)− λ(g1 ∗ u0)(s+ t)

−A(g2 ∗ u0)(s+ t)−A(g2 ∗ (a∗̇u0))(s+ t)−B(g2 ∗ (b∗̇u0))(s+ t) + (g2 ∗ f0)(s+ t),

and19

u0(s) = u0(0) + sy0 + λsu0(0)− λ(g1 ∗ u0)(s)−A(g2 ∗ u0)(s)−A(g2 ∗ (a∗̇u0))(s)

− B(g2 ∗ (b∗̇u0))(s) + (g2 ∗ f0)(s),

which implies20

u0(s+ t)− u0(s) = ty0 + λtu0(0)− λ[(g1 ∗ u0)(s+ t)− (g1 ∗ u0)(s)]−A[(g2 ∗ u0)(s+ t)− (g2 ∗ u0)(s)]

− A[(g2 ∗ (a∗̇u0))(s+ t)− (g2 ∗ (a∗̇u0))(s)]−B[(g2 ∗ (b∗̇u0))(s+ t)− (g2 ∗ (b∗̇u0))(s)]

+ [(g2 ∗ f0)(s+ t)− (g2 ∗ f0)(s)].(4.26)
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From (4.25) and (4.26) we have1

[us(t)− u0(s+ t)] = [us(0)− u0(s)] + t[ys − y0] + λt[us(0)− u0(0)]

−λ[(g1 ∗ us)(t)− (g1 ∗ u0)(s+ t) + (g1 ∗ u0)(s)]

−A[(g2 ∗ us)(t)− (g2 ∗ u0)(s+ t) + (g2 ∗ u0)(s)]

−A[(g2 ∗ (a∗̇us))(t)− (g2 ∗ (a∗̇u0))(s+ t) + (g2 ∗ (a∗̇u0))(s)](4.27)

−B[(g2 ∗ (b∗̇us))(t)− (g2 ∗ (b∗̇u0))(s+ t) + (g2 ∗ (b∗̇u0))(s)]

+[(g2 ∗ fs)(t)− (g2 ∗ f0)(s+ t) + (g2 ∗ f0)(s)].
Let U(t) := us(t)− u0(s+ t). Easy computations show that2

(g1 ∗ us)(t)− (g1 ∗ u0)(s+ t) + (g1 ∗ u0)(s) = (g1 ∗ U)(t),
3

A[(g2 ∗ us)(t)− (g2 ∗ u0)(s+ t) + (g2 ∗ u0)(s)] = A(g2 ∗ U)(t)− tA(g1 ∗ u0)(s),
4

A[(g2 ∗ (a∗̇us))(t)− (g2 ∗ (a∗̇u0))(s+ t) + (g2 ∗ (a∗̇u0))(s)] = A(g2 ∗ (a∗̇U))(t)− tA(g1 ∗ (a∗̇u0))(s)

(and analogously for the operator B and the kernel b) and5

[(g2 ∗ fs)(t)− (g2 ∗ f0)(s+ t) + (g2 ∗ f0)(s)] = −t(g1 ∗ f0)(s).
From (4.27) we obtain6

U(t) = U(0) + t
[
ys − y0 − λ(u0(s) + u0(0)) +A(g1 ∗ u0)(s) +A(g1 ∗ (a∗̇u0))(s) +B(g1 ∗ (b∗̇u0))(s)

−(g1 ∗ f0)(s)
]
+ λtU(0)− λ(g1 ∗ U)(t)−A(g2 ∗ U)(t)−A(g2 ∗ (a∗̇U))(t)−B(g2 ∗ (b∗̇U))(t).

Therefore, U is a mild solution to the homogeneous equation u′′(t) + λu′(t) + Au(t) + (a∗̇Au)(t) +7

(b∗̇Bu)(t) = 0. By uniqueness, we conclude that U(t) = 0 for all t ∈ R and therefore us(t) = u0(s + t).8

The claim is proved.9

Now, we take x = u0(0). By the claim, we have u0(t) = u0(0+ t) = u0(t+0) = eiηtu0(0) = eiηtx, that10

is, u0(t) = eiηtx. Note that u0(·) ∈ C2(R, X) and therefore u is a classical solution of (1.3) with f0(t),11

that is12

u′′
0(t) + λu′

0(t) +Au0(t) + (a∗̇Au0)(t) + (b∗̇Bu0)(t) = f0(t)

for all t ∈ R. In particular, if t = 0 then x ∈ D(A) ∩D(B) and we obtain13

eiηt[(iη)2 + λ(iη) + (1 + aη)A+ bηB]x = f0(0) = y,

which implies that [(iη)2 + λ(iη) + (1 + aη)A+ bηB] is surjective for all η ∈ R.14

In order to prove the injectivity, let η ∈ R and suppose that for x ∈ D(A) ∩D(B)15

(4.28) [(iη)2 + λ(iη) + (1 + aη)A+ bηB]x = 0.

Let u(t) = eiηtx. Then, u is a classical solution (and then a mild solution) to (1.3) with f ≡ 0, because16

(a∗̇Au)(t) = eiηtaηAx and (b∗̇Bu)(t) = eiηtbηBx. From (4.28) we obtain17

(4.29) u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t) = eiηt[(iη)2 + λ(iη) + (1 + aη)A+ bηB]x = 0.

and from the uniqueness it follows that u(t) = 0 for all t ∈ R and thus x = 0. Therefore, [(iη)2 + λ(iη) +18

(1 + aη)A+ bηB] is injective.19

Finally, we take arbitrary η ∈ R and x ∈ X. Define y := [(iη)2 + λ(iη) + (1 + aη)A + bηB]−1x. Then
u0(t) = eiηty is a classical solution to (1.3) with f0(t) = eiηtx, because

u′′(t) + λu′(t) +Au(t) + (a∗̇Au)(t) + (b∗̇Bu)(t) = eiηt[(iη)2 + λ(iη) + (1 + aη)A+ bηB]y = eiηtx = f0(t).

On the other hand, observe that ∥[(iη)2 + λ(iη) + (1+ aη)A+ bηB]−1x∥X = ∥y∥X = ∥u0∥∞ and ∥x∥X =20

∥f0∥∞. Since the linear operator L is bounded we obtain21

∥[(iη)2 + λ(iη) + (1 + aη)A+ bηB]−1x∥X = ∥y∥X = ∥u0∥∞ = ∥Lf0∥∞ ≤ ∥L∥ ∥f0∥∞ = ∥L∥ ∥x∥X .
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Therefore, there exists a constant M such that1

∥
[
(iη)2 + λ(iη) + (1 + aη)A+ bηB

]−1 ∥ ≤ M,

for all η ∈ R. �2

5. Examples3

In this section we consider some applications of the results presented in the previous sections. We first4

consider the second order equation5

(5.30) u′′(t) + λu′(t) +Au(t) +

∫ t

−∞
a(t− s)Au(s)ds+

∫ t

−∞
b(t− s)u(s)ds = f(t), t ∈ R,

where λ ∈ R, A is self-adjoint dissipative operator defined in a Hilbert space H, the kernels a, b ∈ L1(R+)6

are 2-regular and f ∈ Cα(R,H). We recall that aη and bη denote aη = â(η) and bk = b̂(η) and we assume7

that aη ̸= 1 for all η ∈ R.8

Observe that if B = I, that is, B is the identity operator in H, then9 (
(iη)2 + λ(iη) + (1 + aη)A+ bηI

)−1
=

−1

1 + aη

(
(iη)2 − λ(iη)− bη

1 + aη
−A

)−1

(5.31)

for all η ∈ R. For each η ∈ R, we write µη :=
(iη)2−λ(iη)−bη

1+aη
and we suppose that µη ̸∈ σ(A) for all η ∈ R.10

Suppose that Im(µη) ̸= 0 for all η ∈ R. Since A is a self-adjoint dissipative operator, then A is sectorial11

operator with σ(A) ⊂ (−∞, 0] and therefore there exists a constant M such that12

∥µη(µη −A)−1∥ ≤ M(5.32)

for all η ∈ R.13

Proposition 5.10. Assume the above conditions. Suppose that Im(µη) ̸= 0 for all η ∈ R. If f ∈14

Cα(R,H), then the equation (5.30) is Cα-well posed.15

Proof. According to Theorem 3.4 we need to prove that supη∈R ∥(iη)2Nη∥ < ∞, supη∈R ∥aηANη∥ < ∞16

and supη∈R ∥bηNη∥ < ∞, where Nη :=
(
(iη)2 + λ(iη) + (1 + aη)A+ bηI

)−1
.17

In fact, since (1 + aη)Nη = −(µη − A)−1 and A(µη − A)−1 = µη(µη − A)−1 − I we obtain by (5.32)18

that19

∥(iη)2Nη∥ =
|(iη)2|
|1 + aη|

∥(1 + aη)Nη∥ =
|η|2

|1 + aη|
∥(µη −A)−1∥ ≤ |η|2

|1 + aη|
M

|µη|
=

M |η|2

|(iη)2 − λ(iη)− bη|
,

which is uniformly bounded. Therefore, supη∈R ∥(iη)2Nη∥ < ∞.20

On the other hand, the Riemann-Lebesgue lemma implies that
|aη|

|1+aη| is bounded and therefore21

∥aηANη∥ =
|aη|

|1 + aη|
∥(1 + aη)ANη∥ =

|aη|
|1 + aη|

∥A(µη −A)−1∥ ≤ C
(
1 + ∥µη(µη −A)−1∥

)
≤ C(1 +M),

for all η ∈ R. We conclude that supη∈R ∥aηANη∥ < ∞. Finally, we have22

∥bηNη∥ =
|bη|

|1 + aη|
∥(1 + aη)Nη∥ =

|bη|
|1 + aη|

∥(µη −A)−1∥ ≤ |bη|
|1 + aη|

M

|µη|
≤ M |bη|

|(iη)2 − λ(iη)− bη|
,

which is uniformly bounded by the Riemann-Lebesgue lemma. Thus supη∈R ∥bηNη∥ < ∞.23

We conclude by Theorem 3.4 that (5.30) is Cα-well posed, which means that for every f ∈ Cα(R,H),24

there exists a unique solution u ∈ S of equation (5.30). Moreover, by Corollary 3.6 the function u verifies25

u′′, u′, Au, (a∗̇Au), (b∗̇u) ∈ Cα(R,H). �26
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Now, for α, β > 0 we consider the following problem1

(5.33)

 u′′(t, x) = −α

∫ t

−∞
e−β(t−s)∆u(s, x)ds+ f(t, x), t ∈ R,

u = 0 in R× ∂Ω,

where Ω is a bounded domain in Rn with a smooth boundary ∂Ω. Clearly, the kernel b(t) = αe−βt is2

2-regular (see [26, Proposition 3.3]) and bη = b̂(η) = α
β+iη for all η ∈ R. Let αη := Re(bη) =

αβ
β2+η2 and3

βη := Im(bη) =
−αη

β2+η2 .4

Now, we notice that

∥(iη)2((iη)2I + bη∆)−1∥ =
|η|2

|bη|

∥∥∥∥∥
(
η2

bη
I −∆

)−1
∥∥∥∥∥ .

If we take X = H−1(Ω), then by [14, p. 74], there exists a constant M > 0 such that

∥(zI −∆)−1∥ ≤ M

1 + |z|
whenever Rez ≥ −c(1 + |Imz|), where c > 0 is certain constant. If z = η2/bη then the inequality5

Rez ≥ −c(1 + |Imz|) is equivalent to6

αη ≥ −c(α2
η + β2

η + |βη|)(5.34)

for all η ∈ R. Since α, β > 0, then the (5.34) holds with c = 1. Hence∥∥∥∥∥
(
η2

bη
I −∆

)−1
∥∥∥∥∥ ≤ M

1 +
∣∣∣η2

bη

∣∣∣ ,
which implies

|η2|
|bη|

∥∥∥∥∥
(
η2

bη
I −∆

)−1
∥∥∥∥∥ ≤ M and

∥∥∥∥∥
(
η2

bη
I −∆

)−1
∥∥∥∥∥ ≤ M,

for all η ∈ R. We conclude that7

sup
η∈R

∥(iη)2((iη)2I + bη∆)−1∥ < ∞.

On the other hand, since

∥bη((iη)2I + bη∆)−1∥ =

∥∥∥∥∥
(
η2

bη
I −∆

)−1
∥∥∥∥∥ ,

we obtain8

sup
η∈R

∥bη((iη)2I + bη∆)−1∥ < ∞.

By Theorem 3.4 we conclude that (5.33) is Cα-well posed.9
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